Implementation of CMOS flexible fuzzy logic controller chip in current mode
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Abstract

In this Paper, we implement multi-input Ordered Weighted Averaging operator in current mode and standard CMOS process, for the first time. For multi-input aggregation purpose, most part of our proposed circuit remains unchanged. Our circuit gives us a new class of Flexible Structured Fuzzy Logic Controller Chip (FS-FLC). We simulate our proposed circuit by HSPICE software in 0.35 μm process. Simulation results show that this aggregation operator has better behavior than conventional aggregation operator in the fuzzy logic controller chip for aggregation problem.
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1. Introduction

Yager [2] introduced the Ordered Weighted Averaging operator to provide a method for aggregating multi-inputs that lie between max and min operators. The OWA operator provides a general class of parameterized aggregation operators that include the min, max, median operators. It is also useful for modeling different kinds of aggregation problems [3]. The researchers propose many extensions and applications in the areas of decision making, expert systems, data mining, approximate reasoning, fuzzy system and fuzzy control, neural network [4–9]. This operator is in the class of mean operators, it is idempotent, monotonic and commutative. The OWA aggregation operators allow us to adjust the degree of “anding” and “oring” easily and implicitly in an aggregation stage. Furthermore, their structure admits easy semantic interpretation using linguistic quantifiers [1,10]. Using these operators, we can allow a decision making to specify linguistically their agenda to aggregate a collection of criteria and then provide a formal implementation of this agenda.

Yager [11] provided a significant generalization of the Mamdani fuzzy logic controller structure. They called it, Flexible Fuzzy Logic Controller (FS-FLC). Fig. 1 shows the structure of FS-FLC. With these types of controllers they provided for a parameterization of the basic operations used in the Mamdani type controller. More especially the operators used to implement the aggregation of antecedents in rules, the firing of rules, the aggregation of the rule outputs, and the defuzzification process are allowed to be variable. By parameterizing the aggregation operators
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we enable a higher degree of modeling for the system. They showed that the classic Mamdani model as well as the Takagi-Sugeno[12] become special case of this general class of models.

In [13] Yager and Filev introduced parameterized families of OWA operators, which they called S-OWA operators.

In this paper, we present CMOS implementation of multi-input S-OWA operator in 0.35μm CMOS process Our design can be used in fuzzy logic controller chip for increasing the flexibility of fuzzy logic controller instead of min or max operator for aggregation problem, so we can access a flexible fuzzy logic controller chip [18,19].

The structure of this paper is as follows. Section 2 briefly reviews the Ordered Weighted Averaging operator. S-OWA operator is discussed in Section 3. Section 4 describes the CMOS implementation of S-OWA operator. Multi-Input S-OWA Operator is described in Section 5 and, the simulation results are presented in Section 6 and, finally conclusion is in Section 7.

2. Ordered Weighted Averaging operator

An OWA operator of dimension \( n \) is a mapping denoted \( OWA_W = R^n \rightarrow R \) that has an associated \( n \)-dim vector \( W = [w_1 w_2 \ldots w_n]^T \) such that: [4,3]

\[
\sum_i w_i = 1 \tag{1}
\]

And where

\[
F(a_1, a_2, \ldots, a_n) = w_1 b_1 + w_2 b_2 + \cdots + w_n b_n
\]

where \( b_i \) is the \( i \)th largest element in the collection \( a_1, a_2, \ldots, a_n \). In particular the largest OWA operator results in the smallest “OR” operator \( Max \), while the smallest in the largest “AND” operator \( Min \). OWA operator provides an aggregation type operator that always lies between the “AND” and the “OR” aggregation.

\[
I_{\text{max}} = \max(I_1, I_2, \ldots, I_n)
\]

To accomplish this increase of flexibility, we shall use two ideas from the theory of fuzzy approximate reasoning, which were recently developed [8]. The first of them is the S-OWA aggregating operators [13] derived from the OWA aggregating operators originally introduced by Yager [2]. The second concept is the use of the Basic Defuzzification Distribution (BADD) [14] as a general tool for defuzzification of fuzzy sets.

3. S-OWA operators

It is noted that different OWA operators are distinguished by their weighting functions [15,3]. Yager and Filev [15] introduced parameterized families of OWA operators which they called S-OWA operators. The S-OWA operators are defined as:

S-OWA-OR (OR-like) aggregating operator (\( \tilde{V} \)):

\[
\tilde{V}_i a_i = (1 - \beta) \frac{1}{m} \sum_{i=1}^{m} a_i + \beta V_i a_i
\]

Fig. 1. Structure of Flexible Fuzzy Logic Controller.
S-OWA-AND (AND-like) aggregating operator ($\tilde{\wedge}$):

$$\tilde{\wedge}_i a_i = (1 - z) \frac{1}{m} \sum_{i=1}^{m} a_i + z \wedge_i a_i$$

(4)

S-OWA-PRODUCT (Product-like) aggregating operator ($\tilde{\prod}$):

$$\tilde{\prod}_i a_i = (1 - z) \frac{1}{m} \sum_{i=1}^{m} a_i + \frac{1}{m} \prod_i a_i$$

(5)

In the above $a_1, \ldots, a_m$ are $m$ objects that are aggregated and $0 \leq z \leq 1, 0 \leq \beta \leq 1$.

Using the S-OWA-AND, S-OWA-OR operators, we can replace the conventional AND and OR operators used in the conventional Mamdani method. These replacements that are in the spirit of softening the aggregation operations provide a generalization of the operations.

Replacing the simple AND used to connect the antecedents in the individual rules with an S-OWA-AND operator. The logical connective AND is used to connect the antecedents in the individual rules. This connective is usually interpreted by the MIN aggregating operator:

$$F(a_1, a_2, \ldots, a_n) = \beta \text{Min}_i(a_i) + \frac{1}{n} (1 - \beta) \sum_i (a_i)$$

(6)

Similarly, for S-OWA-OR operator we have

$$F(a_1, a_2, \ldots, a_n) = \alpha \text{Max}_i(a_i) + \frac{1}{n} (1 - \alpha) \sum_i (a_i)$$

(7)

Therefore, these operators allow easy adjustment of the degree of ‘anding’ and ‘oring’ embedded in the aggregation by $\alpha$ and $\beta$ parameters. We note that for $\alpha = 0$ the strength of firing is obtained as the arithmetic mean of the satisfactions of each of the antecedents, and for $\alpha = 1$, we receive the expression of the strength of firing used in the original Mamdani model.

For two fuzzy sets A and B we have

$$\mu_{A \cup B}(x) = \alpha \times \max(\mu_A, \mu_B) + \frac{(1 - \alpha)}{2} (\mu_A + \mu_B)$$

(8)

$$\mu_{A \cap B}(x) = \alpha \times \min(\mu_A, \mu_B) + \frac{(1 - \alpha)}{2} (\mu_A + \mu_B)$$

(9)

Parameter $\alpha$ sets with the defined bits in our CMOS implementation of S-OWA operators. These bits can be defined by a set of switches or by an external memory. These bits are inputs of the multiplier and divider circuits.

4. Analog CMOS implementation of Ordered Weighted Averaging operator

The nature of fuzzy variable systems requires extensive parallelism which makes analog circuits well appropriate to proceed high-speed numerous inferences and also limits the problem of error accumulation. The CMOS implementation of fuzzy logic controllers (FLC) performs in two modes of voltage and current [16]. It turns out that current mode is a practical choice for the input–output interface requirements of these circuits [16] and current-mode method is a reliable implementation of fuzzy logic architecture [17,36]. These current-mode basic logic cells exhibit good linearity which cannot be easily achieved in voltage-mode, and lead to fuzzy integrated systems that are globally smaller than in voltage-mode [18,19], then we selected current mode for implementation of S-OWA.

Fig. 2 shows the block diagram of the proposed circuit for multi-input S-OWA-AND operator in current mode. There are $n$-current mirror and scale factor circuit in the first stage of this block diagram. These blocks mirror input currents ($I_1, I_2, \ldots, I_n$) at the output branches. The current mirror and scale factor circuit has two output currents. One of these currents goes to the MIN circuit is equal with input current but another one is $I_i/n$, where $n$ is the number of input of S-OWA operator. MIN circuit finds the minimum current between its input currents ($I_1, I_2, I_3, \ldots, I_n$). After MIN
Fig. 2. Block diagram of the proposed multi-input S-OWA-AND Operator Circuit. This circuit uses multiplier and divider circuits in the ×α block.

circuit, there is multiplier and divider circuit (×α) which multiplies the minimum current with parameter α. Digital word S specifies the parameter α. Before the current mirror circuit block, outputs of first blocks are connected to each other to sum the second output current of first blocks. So, input current of the current mirror circuit is (I₁ + I₂ + I₃ + ... + Iₙ)/n. There is multiplier and divider circuit (×α) after current mirror circuit which multiplies (I₁ + I₂ + I₃ + ... + Iₙ)/n with parameter α. There is 1 − α in the main formula of S-OWA-AND operator, so we change the direction of current with N-MOS current mirror. Finally, we have the desired output current as follows:

\[ I_{out} = α \times \min(I₁, I₂) + \frac{1 - α}{2}(I₁ + I₂) \]  

4.1. Current mirror and scale factor circuit

Current mirror and scale factor circuit takes the input current and then produces two current (Iᵢ and Iᵢ/n), where n is the number of input of S-OWA operator and Iᵢ is input current. Iᵢ goes to the MIN circuit and Iᵢ/n goes to the summation node before the current mirror circuit. Fig. 3 shows the circuit of current mirror and scale factor circuit.

4.2. MIN and MAX circuit

MIN circuit finds the minimum current between its input currents (I₁, I₂, I₃, ..., Iₙ). We can select another desirable architecture for MIN circuit to achieve our desirable properties. For achieving S-OWA-OR, the MIN circuit must be replaced by MAX circuit.

Current-mode max operators are less costly to implement than min circuits [16]; therefore, MAX operator is implemented, then MIN operator is achieved by following equations:

\[ \min(xᵢ) = \max(\bar{xᵢ}) = x_{ref} - \max(x_{ref} - xᵢ) \]  

Or in current mode,

\[ \min(Iᵢ) = \max(\bar{Iᵢ}) = I_{ref} - \max(I_{ref} - Iᵢ) \]  

We select 10 µA for I_{ref}. We use multi-inputs maximum circuit in [16]. Subtracting the current from I_{ref} in current mode is very simple. Fig. 4 shows the MAX circuit.
4.3. Multiplier and divider circuit

Multiplier and divider circuits are usually required in the fields of analog signal processing and parallel computing neural or fuzzy systems. Several techniques to design multiplier/divider circuits have been proposed in the literature. Conventional log–antilog or bipolar translinear techniques have been employed in the analog fuzzy chips described in [20,21]. These structures can be realized with CMOS technology by using MOS transistors working in subthreshold region. However, the low current levels make them operate slowly [22]. Low operating speed is also the main limitation of multiplier/dividers based on the time-division technique [23]. The MOS translinear principle is another approach. In this case, the main limitation is a low resolution because the performance of the resulting circuits is very sensitive to deviations from the simple square-law model of the transistors in saturation, caused by length-channel modulation, mobility reduction or mismatching [16,25,26]. Another technique widely employed is to invert the behavior of a multiplier by using local feedback or by inserting it in the feedback path of an inverting amplifier.

The performance of these multiplier/dividers depends primarily on the performance of the multiplier and the amplifier employed. Precision is mainly limited by offsets associated with the input and output variables [16,24,27]. The analog fuzzy chips reported in [28,29] contain these types of multiplier/dividers.

In the most reported CMOS divider circuits, transistors operate in weak inversion mode, consequently those divider circuits exhibit poor transient performances. On the other hand, some implementations of dividers in strong inversion mode feature a complex signal interface. For instance, in [29] a current-input voltage-output divider is presented.
It needs an additional fully differential current-to-voltage converter at one of the divider inputs. In [30], another current-input current-output divider is proposed. In this device, one input current must be supplied twice to two different nodes of the circuit, while the other input is a floating current source. In digitally programmable Zero-Order TS’s controllers, a typical approach for implementing the consequent singletons of the rules consists of using current-mode D/A converters.

In our design, the parameter $\alpha$ is defined by the two sets of switches. The states of switches $S_0, S_1, \ldots, S_{n-1}$ define the multiplication factor ($k$) and the switches $B_0, B_1, \ldots, B_{n-1}$ define the division factor ($m$). We can use Eqs. (13) and (14) for $k$ and $m$, respectively.

$$k = (S_0 + S_1 \cdot 2^1 + S_2 \cdot 2^2 + \cdots + S_{n-1} \cdot 2^{n-1})$$

$$m = \frac{(B_0 + B_1 \cdot 2^1 + B_2 \cdot 2^2 + \cdots + B_{n-1} \cdot 2^{n-1})}{2^n}$$

Then

$$k \geq 1, \quad 0 < m < 1$$

$$\alpha = k \times m, \quad 0 < \alpha < 1$$

Figs. 5 and 6 show the divider circuit and multiplier circuit, respectively. The principles of operation of the multiplier and divider circuits are same and we multiply or divide the input current by changing the aspect ratio ($W/L$) of the transistors. In here, we briefly describe the principle of operation of multiplier circuit. More description can be found in [31].

In Fig. 6, the transistors have a aspect ratio of either $(W/L) = 1$, $(W/L) = 2$, $(W/L) = 4$, $\ldots$, $(W/L) = 2^{n-1}$. In this way, the current produced at the different output branches is progressively multiplied by a factor of 2. In standard applications, this circuit is usually used, thus providing a set of binary-weighted currents, which can be controlled.
Fig. 7. Two input S-OWA-OR operator circuit.

Fig. 8. Three input S-OWA-OR operator circuit.

Fig. 9. Four input S-OWA-OR operator circuit.

digitally by means of switches to produce any combination of them. We can improve this circuit by using a decoder for setting of the switches. In this way, a digital word specifies the connected or opened switches.

5. Multi-input S-OWA operator in CMOS

In this section, we consider multi-input S-OWA operator circuit. We want to survey the limitations and advantages of our proposed circuit for input more than two because one of the important issues to consider while designing fuzzy
aggregation circuit is the complexity of the circuit as a function of the number of inputs $N$. A naive approach to design an $N$-input $T$-Norm or $T$-CoNorm consisting in building a binary tree by cascading 2-input operators [32,33]. However, while the complexity of the circuit is $O(2N-1)$, the total input–output delay grows proportionally to $\log_2(N)$[34]. In [35], a method to avoid binary trees, Multi-Input $T$-Norm (MIN) and $T$-CoNorm (MAX) operators, is suggested, but the proposed topologies have $O(N^2)$ complexity. Whereas the input capacitance at each input is proportional to the number of inputs $N$; so, when $N$ becomes large enough, the performance in terms of circuit sizes, current consumption and total delay decrease, compared with a binary tree with the same number of inputs. Three main criterions should be taken into account while designing these operators are: (1) Parallelism: cascading unit cells should be avoided and the
Fig. 12. Simulation results of two input S-OWA-AND operator for linear changes $I_1$ from 10 $\mu$A to 0 and $I_2$ from 0 to 10 $\mu$A and $\alpha$ from 0.1 to 0.9.

Fig. 13. Error between ideal output and output of simulation of S-OWA-OR operator circuit for $I_1 = 10 \mu$A and $I_2$ increases from 0 to 20 $\mu$A and $\alpha = 0.6$.

same input-output delay obtained from every circuit input. (2) Input transparency: each input circuit must represent the same load to any input signal, independently of $N$. (3) $O(N)$ complexity: the size and the current consumption of the circuit should be proportional to the number of inputs $N$.

Figs. 7–9 show that block diagram of S-OWA-OR for two inputs and three inputs and four inputs, respectively. One of the most important properties of our proposed circuit is that for more than two inputs OWA, most parts of circuit remain unchanged, in other words when the number of inputs of OWA circuit increases, there are not many changes in the circuit complexity. Dashed lines in Figs. 7–9 show the unchanged parts of S-OWA-OR circuit.

A problem of the proposed design is the input capacitor of the node, before of the current mirror. This capacitor gets very large for more than two inputs and it affects the speed of OWA operator in analog fuzzy logic controller chip, but we can decrease this capacitor by using hierarchical design as shown in Fig. 10.
Fig. 14. Error between ideal output and output of simulation of S-OWA-OR operator circuit for $I_1 = 10 \mu A$ and $I_2$ increases from 0 to 20 $\mu A$ and $\alpha = 0.1$.

Fig. 15. Error between ideal output and output of simulation of S-OWA-OR operator circuit for $I_2 = 10 \mu A$ and $I_1$ increases from 0 to 20 $\mu A$ and $\alpha = 0.9$.

6. Simulation results

Several simulation cases were conducted to assess the performance of the proposed fuzzy aggregation operator circuit. We simulated S-OWA operator circuit for two input and different $\alpha$ and we compared simulation results with ideal results. Then, we simulated three inputs and four inputs S-OWA operator and compared these different architectures.

Fig. 11 shows the simulation results of two input S-OWA-OR operator for linear changes of $I_2$ from 20 $\mu A$ to zero and $I_1$ from zero to 20 $\mu A$ and for $\alpha = 0.1, 0.2, \ldots, 0.9$. In another simulation, we simulated two input S-OWA-AND operator for linear changes $I_2$ from 10 $\mu A$ to zero and $I_1$ from zero to 10 $\mu A$ and $\alpha$ from 0.1 to 0.9. Fig. 12 shows its results.
Fig. 16. Simulation results of three input S-OWA-OR operator circuit for $I_1 = 10 \mu A$, $I_3 = 20 \mu A$, $I_2$ varies from 0 to 40 $\mu A$ and $\alpha = 0.1, 0.2, \ldots, 0.9$.

Fig. 17. Simulation results of three input S-OWA-OR operator circuit for $I_1 = 10 \mu A$ and $I_3 = 30 \mu A$ and $I_2$ varies from 0 to 40 $\mu A$ and $\alpha = 0.1, 0.2, \ldots, 0.9$.

We considered the precision of the proposed circuit in next simulations. In these simulations, we calculated the error between ideal output and output of simulation result of S-OWA-OR operator for different $\alpha$. Fig. 13 shows the error between ideal output and output of simulation result of two input S-OWA-OR operator for $\alpha = 0.6$. Fig. 13 shows that for $\alpha = 0.6$ there is a linear relationship between input current and output error; in other words, in $\alpha = 0.6$, if we increase the input current, the difference between ideal output and output of simulation result will increase. Fig. 14 shows the error between ideal output and output of simulation for $\alpha = 0.1$. When $I_1$ is larger than $I_2$, the error decreases and when $I_2$ is bigger than $I_1$, the error increases. The difference is larger between ideal output and output of simulation results of S-OWA-OR operator for $\alpha = 0.1$ than $\alpha = 0.6$ and 0.9. Fig. 15 shows the error between ideal output and output of simulation result of S-OWA-OR operator for $\alpha = 0.9$. In Fig. 15, When $I_1$ is bigger than $I_2$, the error increases and when $I_2$ is bigger than $I_1$, the error remains constant, approximately.
In another simulation, we simulate three inputs S-OWA-OR circuit. Fig. 16 shows the simulation results when $I_2$ varies from 0 to 40 $\mu$A and $I_1 = 10 \mu$A and $I_3 = 20 \mu$A and $\alpha = 0.1$–0.9 and Fig. 17 shows the simulation results when $I_2$ varies from 0 to 40 $\mu$A and $I_1 = 10 \mu$A and $I_3 = 30 \mu$A and $\alpha = 0.1$–0.9. Fig. 18 shows the simulation results for four input S-OWA-OR operator circuit when $I_1 = 5 \mu$A and $I_2 = 20 \mu$A and $I_3$ varies from 0 to 30 $\mu$A and $I_4$ varies from 30 $\mu$A to 0 and $\alpha = 0.1$–0.9.

7. Conclusion

Multi-input Ordered Weighted Averaging (OWA) operator is implemented in CMOS technology for the first time. This circuit can be used in fuzzy logic controller chip for aggregating purpose instead of MIN/MAX circuit, so we have a flexible fuzzy logic controller chip (FS-FLC). The proposed FS-FLC chip can be programmed by two sets of switches. The proposed circuit for number of inputs more than two does not have much change and its complexity as a function of the number of inputs is lower than last approaches. For big $\alpha$, the error between output of simulation result and ideal output is low.
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