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Highlights

• We present an iris recognition system with improved per-
formance using a novel morphologic method for feature
extraction.

• The iris features are represented by the sum of dissimi-
larity residues obtained by applying top-hat morphology
operator.

• Only a part of iris image has been used for feature extrac-
tion and a SVM is used as the classifier.

• The performance of the proposed system is tested
with four standard databases UPOL, MMU1, IITD, and
UBIRIS.

1

MATLAB code can be download from matlab1.com

matlab1.com 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T
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Abstract

A new set of features for personal verification and identification based on iris image is proposed in this paper. The method consists
of three major components: image pre-processing, feature extraction and classification. During image pre-processing, the iris seg-
mentation is carried out using Restricted Circular Hough transformation (RCHT). Then only two disjoint quarters of the segmented
iris pattern are normalized which is used to extract features for classification purposes. Here, method for feature extraction from iris
pattern is based on multiscale morphologic operator. In this approach, the iris features are represented by the sum of dissimilarity
residues obtained by applying morphologic top-hat transform. For classification purposes the multi-class problems is transformed
to two-class problem using dichotomy method. The performance of the proposed system is tested on four benchmark iris databases
UPOL, MMU1, IITD, and UBIRIS and is compared with well known existing methods.

Keywords: Biometric, Iris recognition, Hough transform, Multiscale morphology, Toggle filter, SVM classifier

1. Introduction

Biometric refers to a person’s behavioral (e.g, signature, gait,
keystroke or voice) or physiological (e.g., face, iris, fingerprint
or palmprint) characteristic. The physiological biometric char-
acteristics are associated with the body parts which are gen-
erally stable, whereas behavioral biometrics are related to the
behavior of the person and are relatively less stable. To authen-
ticate a person’s identity, biometric systems are advantageous
compared to knowledge (e.g., password or PIN) or token (e.g.,
ATM card, credit card or smart card) based approaches. Iris
is one of the most useful biometric traits for person identifi-
cation [27] due to its high stability and unalterability. Human
iris is an annular region between the pupil (black portion) and
the sclera region (white portion) of an eye ball. This has com-
plex yet regular structure that provides abundant visible texture
information. This texture of the iris is unique to each individ-
ual [22]. Generally, pre-processing, normalization, feature ex-
traction, and matching are some basic steps of an iris recogni-
tion system. However, generating feature vectors from iris im-
ages, and matching with the prototype based on some distance
metric are the major tasks.

Daugman [7] [6] used integro-differentio operator to local-
ize the iris followed by 2D Gabor filters and phase coding to
obtain feature vector. Wildes [41] used Circular Hough trans-
form for iris localization, and then constructed laplacian pyra-
mid at four different resolutions to compute the texture feature.
Finally, normalized correlation is used for authentication pur-
poses. Lim et al. [19] exploited 2-D Harr wavelet transform to
extract iris features and implemented the classifier using a mod-
ified version of competitive learning neural network. In [3], 1-D

∗Corresponding author: Tel.: 033-2575-2915;
Email address: saiyedumer@gmail.com (Saiyed Umer)

wavelet transform up to four levels was used to characterize the
spatial variations of the iris, and then the features are matched
using dissimilarity functions. Nabti et al. [29] too proposed
a multi-resolution iris feature extraction technique. They ap-
plied a special Gabor filter bank on the normalized iris image
to extract the features. Ma et al. [21] devised new spatial filters
to extract iris features based on Gabor filters. The concept of
wavelet packets are also applied on iris pattern to extract use-
ful features. Yong and Han [22] used multi-scale strategy to
localize the iris, and extracted eigen features based on indepen-
dent component analysis. Poursaberi and Araabi [30] applied
morphology operator for iris localization and then Daubechies
wavelet transformation was used to extract the features.

Mathematical morphology (MM) deals directly with shape
information in digital images in spatial domain [14]. It is a
branch of non-linear image processing defined in terms of set
theoretic operations. The main advantages of MM are the abil-
ity to extract essential structural/textural information and also
the shape characteristics. MM based methods are also used in
iris recognition system. De Mira Jr et al. [26] proposed iris
recognition system based on unique skeleton of the iris struc-
tures using MM operators. An effective iris localization method
based on mathematical morphology and Gaussian filtering is
proposed by Gui and Qewei [13]. Sierra et al. [34] proposed iris
localization using fuzzy mathematical morphology and neural
network approach. Luo [20] determined eyelid and eyelash oc-
clusion based on mathematical morphology and the reflection
spot is detected based on thresholding.

This paper presents an iris recognition system to verify as
well as to identify persons in which multiscale morphology is
used to extract a new set of iris features. Here, we split the
system into three components: (i) image pre-processing, (ii)
feature extraction, and (iii) authentication. The pre-processing
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component consists of iris localization and normalization. For
feature extraction purpose we develop a novel feature extrac-
tion algorithm using multiscale morphology. Here multiscale
top-hat transformation is used to extract structural/textural fea-
tures. First, the multiscale morphologic operator is applied on
normalized iris image using a line structuring element with dif-
ferent orientations and scales. From these processed images,
residue images are obtained. Finally, these residue images are
accumulated to define the feature vector. For both verification
and identification, the proposed classification strategy converts
the given multi-class problem to a two-class problem and SVM
classifier is employed to do the classification. The rest of the
paper is organized as follows. The basic principle of mathemat-
ical morphology is discussed in section 2. Proposed recognition
scheme is described in section 3. Experimental results and dis-
cussions are presented in Section 4. This paper is concluded in
section 5.

2. The principle of multiscale morphology

Mathematical morphology provides many powerful and im-
portant tools for processing and analysis of images. The math-
ematical morphologic operators treat an image as a set of pix-
els [28]. Thus the operations are defined as interaction between
object and structuring element [15] in set theoretic terms. In
digital image processing, flat structuring elements of regular
geometric shape like a square or a line or a disk are most com-
monly used. Erosion and dilation are the most basic morpho-
logical operations. Other operations like opening and closing
are various combinations of erosion and dilation. Let f and B
represent a grayscale image and the domain of a flat structur-
ing element, respectively. The erosion and dilation of f by B is
defined respectively as follows

Erosion: ( f 	 B)(i, j) = min{ f (i + p, j + q) | (p, q) ∈ B }(1)

Dilation: ( f ⊕B)(i, j) = max{ f (i− p, j−q) | (p, q) ∈ B }(2)

For extracting features or objects of given shape from an image,
the shape and size of the structuring element B play a crucial
role. The scheme of morphological operations using structur-
ing element (say, tB) of same shape but of varying scales (t)
is termed as multiscale morphology. Multiscale opening and
closing operations are defined using eqs. (1) and (2), as

Opening: ( f ◦ tB)(i, j) = (( f 	 tB) ⊕ tB)(i, j) (3)

Closing: ( f • tB)(i, j) = (( f ⊕ tB) 	 tB)(i, j) (4)

where tB is obtained by dilating (t−1)B by B and can be written
as

tB = B ⊕ B ⊕ · · ·︸       ︷︷       ︸
(t−1)times

⊕B (5)

If t = 0, then tB = {0 , 0} and f ◦ 0B = f . Similarly f • 0B = f .
Eq. (5) defines a sequence of multiscale structuring elements of

(a) (b)

Figure 1: An overview of proposed approach: (a) Block diagram of the system
(off-line) where data flow in pre-processing and feature extraction blocks are
used to form representative database, (b) Block diagram of the system (on-line).

same shape and increasing sizes. Using eqs. (3), (4) and (5),
relative bright and dark top-hat transformations are defined as

Bright top-hat: Ws,t = ( f ◦ sB) − ( f ◦ tB) (6)

Dark top-hat: Ds,t = ( f • tB) − ( f • sB) (7)

where t ∈ {1, 2, · · · ,m} , s ∈ {0, 1, · · · , t − 1} for some value of
m. For s = 0, we may define top-hat transformation as

Wt = f − ( f ◦ tB), where t = 1, 2, · · · ,m (8)

Dt = ( f • tB) − f , where t = 1, 2, · · · ,m (9)

Thus we can write

Ws,t = Wt −Ws (10)

Ds,t = Dt − Ds (11)

for s < t. The top-hat transform may be used to extract tex-
ture feature through multiscale morphology [28]. It relies on
the fact that open (resp. close) operation removes bright (resp.
dark) features that cannot fit in the structuring element. Since,
open (resp. close) is an anti-extensive (resp. extensive) opera-
tion, by subtracting the opened image from the original one, the
bright features are obtained from an image. Similarly, subtract-
ing the original image from the closed image dark features are
obtained.

3. Proposed approach

An overview of the proposed system is shown in Fig. 1, and
its flow of processing is as follows. In the pre-processing stage,
we first localize the iris, i.e., the portion of the image to be
actually used in classification. Then, the localized portion is
normalized to facilitate the feature extraction. Normalized im-
age is sharpened by a suitable morphological filter to highlight
the texture of the iris image. Then, bright and dark top-hat
transformations at different scale are computed on normalized
iris image which further gives residual bright and dark details.
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Then these residuals are used to form the feature vector for the
iris image. Finally, support vector machine is employed as a
classifier to authenticate the person whose iris image is under
consideration. Brief description of each step follows.

3.1. Iris pre-processing

In this step we localize the iris region of the given eye im-
age. Then detected iris region is normalized and sharpened.
To localize the iris region we find the edge points which may
not be connected to give close contours or not even circular as
an iris boundary should be. So on these edge points we ap-
ply Restricted Circular Hough transform (RCHT) [39] to locate
both inner (pupil-iris) and outer (iris-sclera) boundaries of iris
region. The RCHT method reduces the search space and conse-
quently the computation time of the Circular Hough transform
(CHT).

3.2. Restricted Circular Hough transform (RCHT)

In basic Circular Hough transform (CHT) a 3D accumulator
cell (α, β, r) is incremented for a given edge pixel (x, y) in an
image as

r =

√
(x − α)2 + (y − β)2 (12)

for all α and all β, where (α, β) is the assumed centre of the
circle and r is the radius. Finally, considering all the pixels in
the image, the accumulator cell with maximum value marks the
centre and radius of the circle. Eq. (12) suggests that accumu-
lator cells may be represented as a quadratic surface with one
maxima in (α, β, r) space. RCHT implicitly assumes that the
cell with maximum accumulated number corresponds to max-
ima of the surface and the accumulated number monotonically
reduces in all directions. The method starts with an initial guess
(α, β) for the centre, and the cells of the accumulator are incre-
mented for all edge pixels of the image for that centre. Max-
imum accumulator value is noted. Then some symmetrically
distributed positions at distance d from and around (α, β) are
identified, and same operations are performed at these points
considering them as plausible centres. The centre, for which we
get maximum accumulated value over all these points, becomes
the new centre and repeat the steps. Now if the new centre is
same as the current centre, we reduce the distance d by 1 and
repeat the process. This continues until convergence, i.e., d be-
comes zero. Thus RCHT becomes efficient by applying CHT at
only a few potential points, i.e., (α, β). Note that mean position
of the edge pixels in the boundary image is taken as the initial
guess for the centre.

An example is shown in Fig 2 with d = 3 for illustration.
Here the positions labeled by ‘1’ are additional search positions
with cen as the initial guess for the centre. By applying CHT at
these points we find c1 as new guessed centre, which gives new
search positions labeled by ‘2’ at d = 3. Proceeding similar
way, we get c2, c3 and c4 as possible centres in sequential order.
Now considering c4 as current center, the points labeled by ‘5’
are marked as new search positions at d = 3. Now applying
CHT at these points gives the same point c4 as best possible
centre. So eight new search positions labeled by ‘6’ are marked

at d = 2. The iteration continues with d = 1 and still c4 remains
the best possible centre. Thus it is considered as the final center.

1 1 1

1 1 1
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Figure 2: RCHT method illustration.

3.3. Localization

At first we analyze the histogram of the original eye image,
I. Since pupil is the darkest region of the eyeball, so, in the
gray-level histogram of I, this region corresponds to the peak
at the lowest gray-level, and the intensity values in the vicinity
of this peak or mode represent the pupil region. So by thresh-
olding at the valley point greater than but nearest to this mode,
the original image is converted to a binary image. Further this
binary image is cleaned by removing small components using
morphological area filter to get the image IB. Then RCHT is ap-
plied on the boundary points in IB to get the center and radius
of the inner boundary of iris region.

In outer boundary detection process, a smooth eye image I is
considered. We detect high intensity change between neighbor-
ing pixels both along horizontal or vertical direction from the
center of inner boundary. Suppose dhl, dhr, dvl and dvr are the
distance of these high intensity variation points from the said
centre, and D is the maximum among them. So to detect the
outer boundary of the iris region, we consider a square area of
side 2D centering the inner boundary centre. Then applying
RCHT on the edge pixels within this square, the circular outer
contour of iris region is obtained. The localized iris region of
the eye image bounded by its inner and outer boundaries are
shown in Fig. 3(a). It is noted that often lower and upper por-
tions of iris are occluded by eyelid and eyelashes. So, in the
normalization process we exclude upper and lower portion of
the iris region and consider only two quadrants (say, Q1 and
Q2) as shown in Fig. 3(b).

3.4. Normalization

To normalize the image, in this paper, Daugmans Rubber
sheet model [24] is applied on the selected iris region. This
Rubber sheet model may be described as

I(x(r, θ), y(r, θ))→ Ip(r, θ) (13)
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(a) Localized iris
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Q2
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(b) Selected iris portion
Q1 Q2 Q1 Q2 Q1 Q2

(c) Normalized iris

(d) Enhanced normalized iris

Figure 3: Illustration of iris preprocessing.

where x(r, θ) = (1− r)αp(θ) + rαi(θ) and y(r, θ) = (1− r)βp(θ) +

rβi(θ). I(x , y) is the iris region image, (x , y) is the original
Cartesian coordinates, (r , θ) is the corresponding normalized
polar coordinates, and (αp , βp) and (αi , βi) are the coordinates
of the centers of pupil and iris, respectively. The normalized
images of Fig. 3(b) are shown in Fig. 3(c).

3.5. Image sharpening using toggle filter
Iris image, in general, is a low contrast image with significant

blurring in its imaged structure. Toggle filter is a morphologic
tool, which may be used to sharpen the edges in the image.
Mathematically toggle filter is defined using two basic morpho-
logic operators (i.e dilation and erosion) as follows [23]

ftoggle(i, j) =

( f 	 B)(i, j) i f ( f ⊕ B)(i, j) − f (i, j) > f (i, j) − ( f 	 B)(i, j)
( f ⊕ B)(i, j) i f ( f ⊕ B)(i, j) − f (i, j) < f (i, j) − ( f 	 B)(i, j)
f (i, j) otherwise. (13)

Here, the gray value of pixel in the enhanced image is obtained
from the results of dilation, erosion or the original value de-
pending on the closeness of the value. The toggle filter may be
applied iteratively on the image to get sharper image. The result
of toggle filter (on Fig. 3(c)) are shown in Fig. 3(d).

3.6. Feature extraction
In the pervious section, we have defined Ws,t (Bright top-hat)

and Ds,t (Dark top-hat) by eqs. (6) and (7), respectively. In this
work, to extract the texture features from the iris image (I) we
consider the structuring element (B) at different scales (t) and
at different orientations (θ). Let tB(θ) denotes the configuration
of B at scale t with orientation θ. Then, eqs. (6) and (7) can be
written as

Ws,t,θ = I ◦ sB(θ) − I ◦ tB(θ) (14)
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Figure 4: An example of proposed feature extraction approach for image I with
structuring element B at orientation θ and at scales t1, t2, t3, t4 and t5 to obtain
features {g1, g2, g3, g4, h1, h2, h3, h4}.

Ds,t,θ = I • tB(θ) − I • sB(θ) (15)

where t ∈ {1, 2, · · · ,m}, s ∈ {0, · · · , t − 1} for some value of
m. That means we consider the difference between two opened
versions (or two closed versions) of the normalized image at
different scales. Here, we consider difference between two suc-
cessive scales. The features are extracted from normalized im-
age as follows.

The input parameters are m and n for line structuring ele-
ments, where m is the upper limit of the scale and n represents
the number of orientations. The orientation of structuring ele-
ment varies from [0◦ - 180◦). Thus, size of the feature vector
(F) becomes 2× (m− 1)× n. Fig 4 shows an example of feature
extraction technique at orientation θ and at five different scales
t1, t2, t3, t4 and t5. Eqs. (14) and (15) are applied on normalized
iris image I with line SE of orientation θ and scales t1, t2, t3,
t4 and t5 which gives bright residues W12, W23, W34, W45 and
dark residues D12, D23, D34, D45. The bright and dark residues
are aggregated individually at each scale to compute feature g1,
g2, · · · and h1, h2, · · · respectively i.e. gi = 1

n1n2

∑
(x,y) Wi,i+1(x, y)

and hi = 1
n1n2

∑
(x,y) Di,i+1(x, y), where n1×n2 is size of the image

I.

3.7. Conversion to two-class problem

For each iris image I, a feature vector F is generated using
above feature extraction algorithm. These feature vectors are
used to design a two-class classifier which should be able to
both verify and identify a subject (person).

Conventionally during identification the system recognizes
an individual by comparing it with all the templates of the
subjects in the database, whereas during verification the sys-
tem has to either accept or reject the claimed identity of an
individual with a subject by comparing the feature vectors of
these two individuals only. In this experiment, we have, say,
N subjects and each subject has p number of samples. Usu-
ally, N is large, and designing a classifier for such a large num-
ber of classes seems to be difficult. To solve this problem we
convert multi-class problem to a two-class problem using the
dichotomy model [42]. A major advantage of the two-class
approach is that even the subject, whose specimens were not
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used during the training, can be identified by the system. An-
other advantage is that the classifier need not be retrained ev-
ery time a new subject is introduced in the system. To sim-
ply understand the two-class approach, we consider N subjects
{S 1, S 2, · · · , S N} where each subject has p samples. For design-
ing the classifier we first generate the feature vectors F for all
samples of all subjects. Here we adopt leave-one-out classifica-
tion strategy to build the system. So we set aside one sample of
each subject as test sample and use rest p−1 samples to train the
classifier. We compute mean vector Vi over p − 1 training sam-
ples of the subject S i. This Vi is called as the template or pro-
totype or representative of the i-th class and is included in that
class. Then from two vectors Fi and F j we compute a difference
vector Ui, j such that its k-th element is the absolute difference
between k-th elements of Fi and F j, i.e., Ui, j(k) = |Fi(k)−F j(k)|.

If Fi and F j are taken from the samples of same subject, we
consider Ui, j as intra-class difference vector, and its collection
{Ui, j} is denoted by Vintra. On the other hand, if Fi and F j

are actually prototypes Vi and V j of the i-th and j-th subjects
respectively, Ui, j is considered as inter-class difference vector
and its collection forms a set Vinter. So we get

(
p
2

)
× N number

of intra-class difference vectors and
(

N
2

)
number of inter-class

difference vectors. Thus our two-class classification strategy
consider ’inter’ (different subjects) and ’intra’ (same subject)
as two classes. Hence, various subsets of Vintra and Vinter of dif-
ference vectors are used for training and validation purpose in
this experiment, and not the collection of raw feature vectors
Fis directly.

4. Experimental results and discussions

4.1. Databases used

To evaluate the performance of the proposed method, we use
four benchmark iris databases, namely, UPOL [9], MMU1 [1],
IITD [18] and UBIRIS [31]. UPOL iris database contains 64
subjects and each subject has 6 (3 left (L) and 3 right (R)) eye
images. The MMU1 database has 45 subjects and each sub-
ject has 10 (5 L and 5 R) eye images. The iris part in many
of the images of MMU1 database suffer from severe obstruc-
tions by eyelids/eyelashes, specular reflection, nonlinear defor-
mation, low contrast and illumination changes. The IIT Delhi
database contains 224 subjects and each subject has 10 eye im-
ages (without mentioning L or R). We have manually grouped
the images of each subject of this database into two subsets L
and R with 5 images in each. The database of UBIRIS is com-
posed of 1877 images taken in two sessions from 241 subjects.
The images captured in the first session are of good quality,
whereas the images captured in the second session suffer from
irregularities in contrast, reflection, luminosity and focus [40].
For our experimentation, we select 1205 images of first session
from 241 subjects with each having 5 L images.

4.2. Results and discussions

We have implemented the iris recognition system in MAT-
LAB on fedora O/S of version 14.0 with a Intel Core i3 pro-
cessor. In this paper, the recognition system is built based on

Table 1: Intra-inter class vectors for Iris databases.

Database UPOL MMU1 IITD UBIRIS
Subjects 64 45 224 241
Samples/ 3 L & 3 R 5 L & 5 R 5 L & 5 R 5 L
Subject
Vintra 64×

(
3
2

)
45×

(
5
2

)
224×

(
5
2

)
241×

(
5
2

)

Vinter

(
64
2

) (
45
2

) (
224
2

) (
241
2

)

Image Size 768 × 576 320 × 280 320 × 240 800 × 600

SVM classifier using intra and inter-class difference vectors.
The description of iris databases along with their Vintra and
Vinter class vectors used in this experiment are summarized in
Table 1. To implement the recognition system, LIBSVM pack-
age [5] based on RBF-kernel using leave-one-out cross vali-
dation is employed. Finally, iris recognition systems are built
using SVM classifier for both L and R iris separately, and the
outputs of these classifiers are fused to develop a person authen-
tication system.

In this work, we have used two disjoint parts of the iris re-
gion, and these form a normalized image of size 100 × 180
pixels (shown in Fig. 3(c)). Usually in various applications of
mathematical morphologic operators we take regular geomet-
ric shapes like circle, square, rectangle, line etc. as structuring
elements. Since linear pattern dominates in iris texture, in this
experiment we use a line of length equal to 5 pixels as the struc-
turing element B (i.e., at scale t = 1). To extract oriented linear
pattern in iris as texture feature, different structuring elements
are used by scaling and rotating this line B. Scale t varies from
1 to 10 and orientation θ ∈ {0◦, 5◦, · · · , 175◦}. So the size of
feature vector is (2×9×36)=648. We have used normalized iris
image INor and enhanced normalized (toggle-filtered) iris image
IEnor to compute the feature vector separately to study the effect
of enhancement on recognition. Thus we generate two different
feature vector sets of an input image. Let us denote the feature
vector of first type as FNor and the feature vector of the second
type as FEnor.

4.2.1. Verification accuracy
During verification, we authenticate the test sample by find-

ing the similarity score (between test sample and the subject en-
rolled in the database whose identity is claimed). Our method
forms the difference vector of the test vector and database vec-
tor, and then this difference vector is classified as ‘intra’ or ‘in-
ter’. In the former case the claimed identity is verified, and it
is rejected in the latter case. Since UPOL, MMU1, and IITD
databases have left and right iris images for each subject, we
verify with respect to left iris and right iris separately and then
fuse by OR-ing (decision level) to arrive at the final decision.
The verification performances for UPOL, MMU1, IITD, and
UBIRIS databases are shown in Table 2 using FNor and FEnor

features respectively. The Table reveals that verification rate for
enhanced vector FEnor is much higher than that of unenhanced
vector FNor.
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Table 2: The Results of verification rate (%) for Iris database.

Database FNor FEnor

L R F L R F
UPOL 89.06 84.38 98.43 100 100 100
MMU1 88.89 100 100 97.78 100 100
IITD 90.81 95.00 99.10 98.12 98.23 99.55
UBIRIS 91.56 98.34

4.2.2. Identification accuracy
Identification or recognition of test sample is based on N

different scores (dissimilarity) obtained by comparing the test
sample with each of the N different representatives of the sub-
jects enrolled in the database as described in previous section.
Then this N scores are arranged in ascending order and a rank
is assigned to each sorted score. The subject with rank 1 is
declared as the identity of the test sample if the score satis-
fies a tolerable limit. The rank 1 accuracy for both L and R
iris images are obtained separately, and then these ranks are
fused using different rank level fusion techniques [17], namely
Highest ranking, Borda count, and Logistic regression. Out of
these rank level fusion techniques, Borda count achieves high-
est recognition score for these four iris image databases. Ta-
ble 3 shows rank 1 identification rate (%) for four databases
using both FNor and FEnor features. The table shows that FEnor

feature vector achieves better performance compared to FNor.
Hence, from now we will use feature vector of enhanced image
only.

Table 3: The Results of rank1 identification rate (%) for Iris database.

Database FNor FEnor

L R F L R F
UPOL 87.50 84.38 90.63 100 99.48 100
MMU1 88.88 100 96.88 97.77 100 99.55
IITD 85.71 92.41 87.94 97.75 97.05 98.37
UBIRIS 85.40 97.51

The performance evaluation for verification system is done
by constructing ROC (Receiver Operating Characteristic)
curve [4] [12] with high AUC (Area Under Curve). It is ex-
plained by a diagnostic test system that AUC with values be-
tween 0.9 and 1.0 may be considered excellent [37]. ROC
curves using FEnor for different iris databases are shown in
Fig. 5(a), which reflects that the performance of the system (the
said features in conjunction with SVM classifier) is quite good.
For performance evaluation of the identification system, CMC
(Cumulative Match Curve) [4] is analyzed for different possible
ranks. Accordingly a plot of probability of correct identification
versus rank is shown in Fig. 5(b). In both the figures, fused re-
sults are shown for UPOL, MMU1 and IITD databases.

4.2.3. Comparative study
Upper and lower iris portions of the eye are often occluded by

eyelid and eyelashes. For example, we have manually checked
that about 85-87% of iris samples of MMU1, IITD and UBIRIS

databases are partially occluded by eyelid and eyelashes. So be-
fore feature extraction, the occluded portion of those iris sam-
ples has to be segmented out by some costly and complicated
method, or we have to use some derogatory features coming
from these occluded portions, which will affect the performance
of the system. To resolve this problem here we simply dis-
card lower and upper quarters of iris region instead of applying
costly segmentation algorithm. To see the effect of pruning of
iris region we have applied the proposed method on the entire
iris region as well as on the two quarters as stated above. The
results are summarized in Table 4. This table reveals that when
there is no occlusion (in case of UPOL database) the perfor-
mance using whole iris region and that using two quarters are
same. However, when there are occlusions the performance us-
ing whole region is less than that using two quarters, because
of presence of derogatory features in the former case. Hence, it
may be inferred that using only two quarters of the iris region
does not reduces the accuracy, but on the other hand, increases
it in case of occlusion. Secondly, this scheme reduces compu-
tational time.

Table 4: Comparison of results (accuracy in %) for FEnor features computed
over (i) whole and (ii) two quadrants of iris region.

Over whole region Over two quadrants
Database Verification Identification Verification Identification

L R L R L R L R
UPOL 100 100 100 100 100 100 100 99.48
MMU1 88.00 100 88.00 100 97.78 100 97.77 100
IITD 91.32 93.15 89.73 90.62 98.12 98.23 97.75 97.05
UBIRIS 90.63 90.62 98.34 97.51

4.2.4. Comparison with other methods
To compare the proposed method with the existing algo-

rithms, we use FEnor feature vectors. The results (i.e. accu-
racy) of competitive methods along with ours are shown in Ta-
ble 5. Note that we have quoted the results of existing methods
from the respective articles. The system protocol (feature ex-
traction, training-testing protocol and matching) of those meth-
ods are given in Table 6. In our case Propavg (average accuracy
for L and R iris) and Prop f usion (fused accuracy for L and R
iris) are reported. For all the methods we have presented per-
centage accuracy of true positive (CRR) for identification and
EER for verification. From Table 5 we see that performance of
our method on UPOL database is comparable with Demirel et
al. [8] and Ross et al. [33] and better than Ahamed et al. [2].
For MMU1 database our performance is superior to Masood et
al. [25], Rahulkar et al [32], and Harjoko et al. [16]. Note that
Masood et al. [25] and Harjoko et al. [16] developed the sys-
tem for both identification and verification, whereas Rahulkar
et al. [32] developed the system for verification only.

For IITD iris database, Zhou et al. [43] and Kumar et al. [18]
have much inferior performances than our proposed method.
Rahulkar et al. [32] and Elgamal et al. [10] too show good
performances but they have presented their results using very
small number of subjects as compared to the proposed method.
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Figure 5: (a) ROC and (b) CMC curves for iris databases using proposed FEnor feature.

Table 5: Comparison of performance for UPOL, MMU1, IITD and UBIRIS
database.

Database Methods Subject CRR(%) EER(%)
Ahamed et al. [2] 97.80 0.040
Demirel et al. [8] 100 0.000

UPOL Ross et al. [33] 64 100 0.000
Propavg 99.74 0.008
Prop f usion 100 0.005
Harjoko et al. [16] 82.90 0.280
Masood et al. [25] 95.90 0.040

MMU1 Rahulkar et al. [32] 45 – 1.880
Propavg 98.89 0.009
Prop f usion 99.55 0.004
Elgamal et al. [10] 80 99.50 0.040
Kumar et al. [18] 224 − 2.590

IITD Rahulkar et al. [32] 90 − 0.150
Zhou et al. [43] 224 − 0.530
Propavg 224 97.40 0.015
Prop f usion 224 98.37 0.007
Erbilek et al. [11] 80 95.83 −
Rahulkar et al. [32] 90 − 0.490

UBIRIS Sundaram et al. [35] 190 97.00 −
Tallapragada et al. [36] 100 99.60 −
Tsai et al. [38] 80 97.20 7.800
Prop 241 97.51 0.011

For UBIRIS database we see that Tsai el al. [38], Sundaram
et al. [35] and Erbilek et al. [11] show marginally poor perfor-
mance than the proposed method. Note that Erbilek et al. [11],
Rahulkar et al. [32] and Tsai el al. [38] used very less number
of subjects. Tallapragada et al. [36] have good identification
performance but have used only 100 subjects, which is far less
than the number of subjects used by the proposed method to
report the performance.

Considering both identification and verification task and also
considering the size and variety of dataset used in this experi-
ment, the proposed method exhibits significantly superior per-

formance compared to recently reported and well known meth-
ods. The average execution time of the proposed system is
shown in Table 7. Here we have used four different databases
and the images size in different databases are different, so the
computational cost for iris pre-processing task is different for
different databases. However, the size of normalized iris im-
age is same for each database, so the execution time for feature
extraction and authentication are same.

Table 7: Average execution time of the proposed system.

Iris Original Pre- Feature Verification Total
Database image size processing extraction (in s)
UPOL 768 × 576 0.89 1.42
MMU1 320 × 240 0.41 0.52 0.01 0.94
IITD 320 × 240 0.65 1.18
UBIRIS 800 × 600 0.92 1.45

5. Conclusion

In this paper, we present an iris recognition system with im-
proved performance using a novel morphologic method for fea-
ture extraction. The proposed system is able to verify as well as
identify the subjects efficiently. Compared to existing methods,
the proposed system shows better performance. In this paper,
we have adopted a fast method for iris localization. Second,
only a part of iris image (to avoid occlusion problem) is used
for authentication. Finally, multiscale morphologic features are
extracted from sharpened segmented iris image and a SVM is
used as the classifier. In future, we plan to investigate a method
for combining more modalities and fusion techniques to build
better multimodal biometric system.
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