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Abstract—Research into adjusting the probabilities of crossover and mutation \( p_c \) and \( p_m \) in genetic algorithms (GAs) is one of the most significant and promising areas in evolutionary computation. \( p_c \) and \( p_m \) greatly determine whether the algorithm will find a near-optimum solution or whether it will find a solution efficiently. Instead of using fixed values of \( p_c \) and \( p_m \), this paper presents the use of fuzzy logic to adaptively adjust the values of \( p_c \) and \( p_m \) in GA. By applying the \( K \)-means algorithm, distribution of the population in the search space is clustered in each generation. A fuzzy system is used to adjust the values of \( p_c \) and \( p_m \). It is based on considering the relative size of the cluster containing the best chromosome and the one containing the worst chromosome. The proposed method has been applied to optimize a buck regulator that requires satisfying several static and dynamic operational requirements. The optimized circuit component values, the regulator’s performance, and the convergence rate in the training are favorably compared with the GA using fixed values of \( p_c \) and \( p_m \). The effectiveness of the fuzzy-controlled crossover and mutation probabilities is also demonstrated by optimizing eight multidimensional mathematical functions.

Index Terms—Evolutionary computation, fuzzy logics, genetic algorithms (GA), power electronics.

I. INTRODUCTION

The conventional approach to circuit optimization is to develop a formal model that can resemble actual circuit responses closely, but is solvable by means of available mathematical methods, such as linear and nonlinear programming. In the area of power electronics, state-space averaging and the variants [1]–[3] have been the dominant modeling techniques since 1970. By recognizing that power electronic circuits (PECs) typically have output filter cutoff frequency that is much lower than the switching frequency, linear time-invariant models, such as the control-to-output or input-to-output transfer functions, can be formulated to approximate the time-variant and piecewise-linear properties of the circuits. Although this approach has been proven to be very successful in many applications, it has the drawbacks of oversimplifying the circuit behaviors and of having limitations on particular operating mode and control schemes. As a circuit has been converted into a mathematical model and its state variables have been averaged, no detailed information about the exact waveforms and the response profiles can be obtained. Circuit designers would sometimes find it difficult to predict precisely the circuit responses under large-signal variations [3].

As power electronics technology continues to develop, a large number of combinatorial issues, including circuit complexity, static and dynamic responses, thermal problems, electromagnetic compatibility, control schemes, costing, etc., are associated. A plethora of such multimodal functions exist in a PEC. In particular, there is a growing need for automated synthesis that starts with high-level statements of the desired behaviors and optimizes the circuit component values for meeting required specifications.

Optimization strategies that are based on satisfying constrained equations might be subject to becoming trapped into local minima, leading to suboptimal parameter values, and thus, having a limitation on operating in large, multimodal, and noisy spaces. Since 1950, other strategies that employ Darwin’s evolution theory have been proposed [4]–[6]. The most significant advantage of using this evolutionary search lies in the gain of flexibility and adaptability to the task at hand and the global search characteristics. Among various evolutionary computation methods (ECM), genetic algorithms (GA), which have been applied to many optimization problems [7], [8], employ a random, yet directed, search for locating the global optimal solution. They are superior to gradient descent techniques, as the search is not biased towards the local optimal solution. They differ from random sampling algorithms, as they can direct the search towards relatively prospective regions in the search space [9]. However, the usage of GA was progressed slowly in real applications. Apart from the shortcomings of early approaches, it was also largely due to the lack of powerful computer platforms at that time [10], [11].

Due to the recent advancements in computer technology, much research effort has been emphasized on developing new GA-based optimization methods. There are many new design schemes for analog circuits, like voltage reference circuit [12], transconductance amplifier [13], and analog circuit synthesis [14], [15]. Recently, GA have been applied to PEC optimization [16]–[18]. The circuit behaviors [16], [17] and controller functions [18] are described by well-defined mathematical functions with unknown optimal component values.

The parameters of the search space in GA are encoded in the form of a chromosome-like structure. A group of these chromosomes constitutes a population. An index of merit (fitness value) is assigned to each individual chromosome, according
to a defined fitness function. A new generation is evolved by a
selection technique, in which there is a larger probability of the
fittest individuals being chosen. These chosen chromosomes are
used as the parents in the construction of the next generation.
A new generation is produced as a result of reproduction opera-
tors applied on parents. There are two main reproduction oper-
amators, namely, crossover and mutation. Crossover occurs only
with some probability \( p_r \). Notable crossover techniques include
the single-point, the two-point, and the uniform types [19]. Mu-
tation involves the modification of the value of each gene in the
chromosome with some probability \( p_m \). The role of mutation is
to restore unexplored or lost genetic material into the population
to prevent the premature convergence of the GA to suboptimal
solutions. New generations are repeatedly produced until a pre-
defined convergence level is reached.

The values of \( p_r \) and \( p_m \) significantly affect the behavior
and the performance of the GA. A number of guidelines have
been discussed in the literature for choosing them [20]–[22].
These generalized guidelines are inadequate because the op-
timal values of \( p_r \) and \( p_m \) are specific to the problem under
consideration. Instead of using fixed \( p_r \) and \( p_m \), some adap-
tive parameter control schemes that can relieve the burden of
specifying the values of \( p_r \) and \( p_m \) have been proposed. In [22],
a second-level GA is used to select \( p_r \) and \( p_m \). Although this
method can adjust \( p_r \) and \( p_m \) according to the solution distribu-
tion, it is computationally expensive. In [9], an adaptive GA is
proposed, \( p_r \) and \( p_m \) are being varied depending on the fitness
values of the solutions. Although its procedures of adjusting
\( p_r \) and \( p_m \) are computationally efficient, the distribution of the
chromosomes in the search space and searching maturity have
not been considered.

This paper presents the use of fuzzy logic to adaptively ad-
just \( p_r \) and \( p_m \). By applying the \( K \)-means algorithm [23],
the distribution of the population in the search space is clustered in
each generation. A fuzzy system is used to adjust the values of
\( p_r \) and \( p_m \). It is based on considering the relative size of the
cluster containing the best chromosome and the one containing
the worst chromosome. Both population distribution factor and
computational efficiency are considered. The proposed adapt-
tion method is applied to optimize a buck regulator that requires
satisfying several static and dynamic requirements. The decou-
pled optimization technique, as described in [16], is used. The
optimized component values, the regulator’s performance, and
the convergence rate are favorably compared with the GA using
fixed values of \( p_r \) and \( p_m \).

II. BRIEF REVIEW ON THE GA OPERATION

The basic block diagram of a PEC includes the power conver-
sion stage (PCS) and feedback network (FN) [16]. The PCS
consists of \( I_P \) resistors \( (R) \), \( I_P \) inductors \( (L) \), and \( K_P \) capaci-
tors \( (C) \). The FN consists of \( I_F \) resistors, \( I_F \) inductors, and
\( K_F \) capacitors. The signal conditioner \( H_o \) converts the PCS
output voltage \( v_o \) into a suitable form (i.e., \( v'_o \)) for comparing
with a reference voltage \( v_{ref} \). Their difference \( v_d \) is then sent
to an error amplifier (EA). The EA output \( v_e \) is combined with
the feedback signals \( W_p \), derived from the PCS parameters,
such as the inductor current and input voltage, to give an output
control voltage \( v_{con} \) after performing a mathematical function

\[ g(v_e, W_p), v_{con} \text{ is then modulated by a pulse-width modulator} \]

to derive the required gate signals for driving the switches in the
PCS. The values of all passive components in the PCS and the
FN are contained in the following two vectors \( \Theta_{PCS} \) and \( \Theta_{FN} \):

\[
\begin{align*}
\Theta_{PCS} = [R_P \quad L_P \quad C_P] \quad \text{and} \quad \Theta_{FN} = [R_F \quad L_F \quad C_F]
\end{align*}
\]

where \( R_P = [R_1 \quad R_2 \ldots \quad R_{I_P}], L_P = [L_1 \quad L_2 \ldots \quad L_{I_P}], C_P = [C_1 \quad C_2 \ldots \quad C_{K_P}], R_F = [R_1 \quad R_2 \ldots \quad R_{I_F}], L_F = [L_1 \quad L_2 \ldots \quad L_{I_F}], \text{and}
C_F = [C_1 \quad C_2 \ldots \quad C_{K_F}].
\]

\( \Theta_{PCS} \) and \( \Theta_{FN} \) are coded as vectors of floating point numbers
of the same length as the solution vector. The precision of such
an approach depends on the underlying machine. The format is
generally better than that of the binary representation in con-
ventional GA-training [24]. The same chromosome structure is
defined in C-language for \( \Theta_{PCS} \) and \( \Theta_{FN} \) in the respective pop-
ulation. The search space of each component value is bounded
within a predefined range.

Apart from satisfying the static and dynamic responses, the
component values have to be optimized for other factors such
as the physical size, cost, rating of the components, etc. In
[16], \( \Theta_{PCS} \) and \( \Theta_{FN} \) are optimized separately by the GA.
The PCS and FN are decoupled in the optimization. \( \Theta_{PCS} \) is
optimized for the steady-state operating requirements of the
PCS, including the input and output load range, steady-state
error, and output ripple voltage. With the determined values of
\( \Theta_{PCS} \), \( \Theta_{FN} \) is optimized for the whole-system steady-state and
dynamic characteristics.

The procedures for optimizing PCS and FN are similar. Their
major differences are the definitions of the fitness functions and
population.

1) Step 1—Initialization: The population size \( N_p \), the max-
imum number of generations \( C_{max} \), the probability of crossover
operation \( p_r \), the probability of mutation operation \( p_m \), and the
generation counter \( gen \) are initialized. All chromosomes \( CP \)
are initialized with random numbers, which lie within the design
limits. A population \( U(0) = \{CP(0), n = 1, \ldots, N_p\} \) is
created. The fitness values of all \( CP \) are calculated. The definitions
of the fitness functions \( \Phi \) can be found in [16]. The best chro-
mosome in the initial generation \( CP(0) \) having the highest fitness
value (i.e., \( \Phi[CP(0)] = \max\{\Phi[CP(n)], n = 1, \ldots, N_p\} \)) is
selected as the reference for the next generation.

2) Step 2—Selection of Chromosomes: A selection process,
which is based on applying the roulette wheel rule [24], is
performed. It starts with the calculation of the fitness value
\( \Phi[CP(n)] \), the relative fitness value \( \Phi_r[CP(n)] \), and the
cumulative fitness value \( \Phi_c[CP(n)] \) for the \( CP(n) \)

\[
\begin{align*}
\Phi_r[CP(n)] &= \frac{\Phi[CP(n)]}{\sum_{i=1}^{N_p} \Phi[CP(i)]} \\
\Phi_c[CP(n)] &= \sum_{i=1}^{n} \Phi_r[CP_z(n)].
\end{align*}
\]
A random number \( p \in [0,1] \) is generated and is compared with \( \Phi_1[CP_{\text{t}i}(\text{gen})] \) for \( n = 1, \ldots, N_p \). If \( \Phi_1[CP_{\text{t}i}(\text{gen})] < p \leq \Phi_2[CP_{\text{t}i}(\text{gen})] \), \( CP_2 \) is selected to be a member of the new population. This selection process is repeated until \( N_p \) members have been selected for the new population. Chromosomes with higher fitness values will have higher probability to survive and might appear repeatedly in the new population [24].

3) Step 3—Reproduction Operations: A new chromosome will be reproduced by the crossover and mutation operations. For the crossover operation, two chromosomes are selected from the population. In order to determine whether a chromosome will undergo crossover, a random selection test (RST) is performed. The RST is based on generating a random number \( p \in [0,1] \). If \( p \) is smaller than \( p_{c} \), the chromosome will be selected. Another chromosome will then be chosen with the procedure. A crossover point is selected randomly with equal probability from one to the total number of components in the chromosomes. The genes after the crossover point will be exchanged to create two new chromosomes. The operations are repeated until all chromosomes have been considered.

The mutation operation also starts with a RST for each chromosome. If a generated random number \( p \in [0,1] \) for a chromosome is smaller than \( p_{m} \), the chromosome will undergo mutation. A random number will be generated for the chosen component with a value within the component limits. The procedures will be repeated until all chromosomes have been considered.

4) Step 4—Elitist Function: After calculating the fitness value of each chromosome, the best member \( CP_{\text{B}j}(\text{gen}) \) (the one having the highest fitness value), and the worst member \( CP_{\text{W}i}(\text{gen}) \) (having the lowest fitness values) will be identified. \( CP_{\text{B}j}(\text{gen}) \) will be compared with the best one in the last generation [i.e., \( CP_{\text{B}j}(\text{gen} - 1) \)]. If the fitness value of \( CP_{\text{B}j}(\text{gen}) \) is smaller than the one of \( CP_{\text{B}j}(\text{gen} - 1) \), the content of \( CP_{\text{B}j}(\text{gen} - 1) \) will substitute for \( CP_{\text{B}j}(\text{gen}) \). The content of \( CP_{\text{W}i}(\text{gen} - 1) \) will substitute for \( CP_{\text{W}i}(\text{gen}) \). The GA cycle is then repeated from Step 2) again.

III. ADAPTIVE CONTROL OF \( p_{c} \) AND \( p_{m} \)

The values of \( p_{c} \) and \( p_{m} \) are fixed in typical GA, for example, \( p_{c} = 0.85 \) and \( p_{m} = 0.25 \) in [16] and are adjusted heuristically. However, biological evolution shows that \( p_{c} \) and \( p_{m} \) are dependent on the evolution state and should be adapted [25]. Thus, in order to enhance the training efficiency of [16], an adaptive approach to adjusting the values of \( p_{c} \) and \( p_{m} \) is proposed. The adjustment is based on considering the optimization state in the GA. Fig. 1 depicts the strategy for tuning \( p_{c} \) and \( p_{m} \) in four optimization states, including initial state, sub-maturing state, maturing state, and matured state [25]. In order to prevent premature convergence of the GA to a local optimum, it is essential to be able to identify whether the GA is converging to the optimum. The relative population distribution is used to define the optimization state in the proposed method. The first step is to partition the population into clusters. Those chromosomes having similar component vectors are grouped in the same cluster. The second step is to use a fuzzy system to fuzzify the relative sizes of the clusters. Adjustments of \( p_{c} \) and \( p_{m} \) are based on considering the relative size of the cluster containing the best chromosome and the one containing the worst chromosome. The procedures are described as follows.

A. Clustering of the Population

Although the \( K \)-means algorithm can only be used to partition suboptimal clusters [23], [26], it is sufficient for this particular application to depict the chromosome distribution. Assuming that the population is partitioned into \( K \) clusters. The clustering process is as follows.

Step 1) Choose \( K \) initial cluster centers \( CP_{1}, CP_{2}, \ldots, CP_{K} \) randomly from the population \( \{ CP_{1}, CP_{2}, \ldots, CP_{Np} \} \).

Step 2) Assign \( CP_{n}, n = 1, \ldots, N_p \) to cluster \( C_{j}, j \in \{ 1, 2, \ldots, K \} \) if and only if\[
\| CP_{n} - CP_{i}^{p} \| < \| CP_{n} - CP_{j}^{p} \|, \quad p = 1, 2, \ldots, K, \text{ and } j \neq p
\]
(3)
where \( \| CP_{n} - CP_{j}^{p} \| \) is the distance between \( CP_{n} \) and \( CP_{j}^{p} \).

Step 3) Compute new cluster centers \( CP_{1}^{k*}, CP_{2}^{k*}, \ldots, CP_{K}^{k*} \) as follows:
\[
CP_{j}^{k*} = \frac{1}{M_{j}} \sum_{CP_{n} \in C_{j}} CP_{n}, \quad j = 1, 2, \ldots, K
\]
(4)
where \( M_{j} \) is the number of elements belonging to cluster \( C_{j} \).

Step 4) If \( CP^{k*} = CP^{j}, j = 1, 2, \ldots, K \), the process will be terminated. \( CP^{1}, \ldots, CP^{K} \) are chosen as the cluster centers. Otherwise, assign each \( CP^{j} \) with \( CP^{j*}, j = 1, 2, \ldots, K \) and step 2) will be started again.

The size of the cluster \( GB \) (which contains the best chromosome) and the size of the cluster \( GW \) (which contains the worst chromosome) are normalized by the difference between
the sizes of the largest cluster \( G_{\text{max}} \) and the smallest cluster \( G_{\text{min}} \). Mathematically,

\[
\hat{G}_B = \frac{G_B - G_{\text{min}}}{G_{\text{max}} - G_{\text{min}}} \tag{5}
\]

and

\[
\hat{G}_W = \frac{G_W - G_{\text{min}}}{G_{\text{max}} - G_{\text{min}}} \tag{6}
\]

where \( \hat{G}_B \) and \( \hat{G}_W \) are the normalized values of \( G_B \) and \( G_W \), respectively, ranging from zero to one. If the population is partitioned equally, (5) and (6) may be undefined because \( G_{\text{max}} = G_{\text{min}} \). This condition can be avoided by explicitly checking its occurrence in the algorithm. Another way is to make the population size \( N_p \) be unequal to an integer multiple of \( K \).

B. Rules for Tuning the Values of \( p_x \) and \( p_m \)

Tuning the values of \( p_x \) and \( p_m \) in the proposed fuzzy inference system is based on considering the relative cluster sizes of \( G_B \) and \( G_W \) (i.e., \( \hat{G}_B \) and \( \hat{G}_W \)). The following three heuristic guidelines are used to formulate the fuzzy rules.

1) Is it necessary to enhance or suppress reproduction of chromosomes that are outside existing clustering distribution? This is related to the need of migrating searching direction from the existing cluster centers.

2) Is it necessary to enhance or suppress reproduction of chromosomes that are within existing clustering distribution? This is related to the need of refining solutions around the cluster centers.

3) Is it necessary to combine the guidelines 1) and 2) together?

Based on the above considerations, the following four rules for tuning \( p_x \) and \( p_m \) are defined and are tabulated in Table I.

**Rule 1:** The best chromosome is in the largest cluster, while the worst chromosome is in the smallest cluster. The values of \( p_x \) and \( p_m \) are reduced.

The training process is considered to be in the matured state. A large number of chromosomes with similar component vectors have swarmed together in the search space. The best member \( CP_B \) is possibly the solution for the optimization problem. The chance of reproducing new chromosomes through crossover and mutation across clusters is made smaller than the previous generation. The values of \( p_x \) and \( p_m \) will then be reduced. However, there are possibilities that \( CP_B \) is trapped into a local or suboptimal solution. Thus, it is necessary to check if the current best candidate is at a local optimal point. Rules 3) and 4) are designed to achieve this objective.
TABLE III
BENCHMARKING THE SEARCHING SPEED WITH FIXED AND FUZZY-CONTROLLED $p_x$ AND $p_m$

<table>
<thead>
<tr>
<th>Function</th>
<th>No. of simulations that have found the solution after the sampled generations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With Fixed $p_x$ and $p_m$</td>
</tr>
<tr>
<td>$F_1$</td>
<td>910</td>
</tr>
<tr>
<td>$F_2$</td>
<td>80</td>
</tr>
<tr>
<td>$F_3$</td>
<td>134</td>
</tr>
<tr>
<td>$F_4$</td>
<td>33</td>
</tr>
<tr>
<td>$F_5$</td>
<td>59</td>
</tr>
<tr>
<td>$F_6$</td>
<td>747</td>
</tr>
<tr>
<td>$F_7$</td>
<td>101</td>
</tr>
<tr>
<td>$F_8$</td>
<td>65</td>
</tr>
</tbody>
</table>

Fig. 3. Cumulative frequency of the solutions obtained in each generation with the respective setting for solving $F_1$.

Rule 3: $G_B$ equals $G_W$. These are both the smallest in comparison to the others. The values of $p_x$ and $p_m$ are increased.

The training process is considered to be in the submaturing state. Similar to Rule 2), the searching direction is undetermined. However, the situation is that the population has not been swarmed to form a cluster with $CP_B$. Both $G_B$ and $G_W$ are minor groups in the current population. The overall searching process will be guided to explore new searching direction for enhancing the growth of the best candidates. In order to accelerate the generation of possible candidates within or outside the cluster containing $CP_B$, increments of the values of $p_x$ and $p_m$ are the viable way. Apart from reproducing chromosomes within the clusters, the generation of new chromosomes becomes possible.

Rule 4: The best chromosome is in the smallest cluster, while the worst chromosome is in the largest cluster. The value of $p_x$ is reduced and the value of $p_m$ is increased.

The training process is considered to be in the initial state. In order to reduce the chance of generating chromosomes with similar properties as $CP_W$, the value of $p_x$ is reduced. At the same time, the chance of producing new candidates from the cluster containing $CP_W$ has to be increased. Thus, the value of $p_m$ is increased.

It is crucial to note that any decision to the above consideration should not lead to brute-stop or brute-force crossover and mutation operations. Otherwise, the philosophy of evolutionary computation will be lost.

C. Fuzzy-Based Tuning Mechanism for the Values of $p_x$ and $p_m$

Inference of the values of $p_x$ and $p_m$ is based on a fuzzy-based tuning mechanism that consists of three major components, including fuzzification, decision-making, and defuzzification. $\hat{G}_B$ and $\hat{G}_W$ are the inputs to this inference system.

1) Fuzzification: Fuzzification is to map the input variables $\hat{G}_B$ and $\hat{G}_W$ into suitable linguistic values. As shown in (5) and (6), $\hat{G}_B$ and $\hat{G}_W$ are always positive. Two fuzzy subsets including positive small (PS) and positive big (PB) are defined. Each input variable is assigned to two membership values $\mu_{PS}$ and $\mu_{PB}$ corresponding to PS and PB fuzzy subsets. Fig. 2 illustrates the membership functions, which are linear in nature. For PS fuzzy subset

$$\mu_0(\hat{G}) = \mu_{PS}(\hat{G}) = 1 - \hat{G} \quad 0 \leq \hat{G} \leq 1 \quad (7)$$

where $\hat{G}$ equals $\hat{G}_B$ or $\hat{G}_W$, respectively.

For PB fuzzy subset

$$\mu_1(\hat{G}) = \mu_{PB}(\hat{G}) = \hat{G} \quad 0 \leq \hat{G} \leq 1. \quad (8)$$

In general, the number of fuzzy subsets depends on the required input resolution [27]. In this application, two fuzzy subsets are sufficient.

2) Decision-Making: Decision-making infers fuzzy control action from knowledge of the fuzzy rules and the linguistic variable definition. Table II shows the control rule table used, in which each entry corresponds to a control rule in Section III-B. The fuzzy inference method is illustrated in Fig. 2. As every values of $\hat{G}_B$ and $\hat{G}_W$ belong to two fuzzy subsets, four rules
including (PS, PS), (PS, PB), (PB, PS), and (PB, PB) have to be considered in each generation. Considering the rule (PS, PB), a value \( m_{0,1} \) is determined by algebraic multiplication fuzzy implication of \( \mu_{PS} \) and \( \mu_{PB} \), where

\[
m_{0,1} = \mu_{PS}(\hat{G}_B) \mu_{PB}(\hat{G}_W).
\]

The same operation is applied for other rules. The union of all the fuzzy sets will be used to derive the changes of the values of \( p_x \) and \( p_m \) after defuzzification.

3) Defuzzification: Defuzzification is the process to convert the inferred fuzzy action to a crisp value. The output of the inference system is the changes of the values of \( p_x \) and \( p_m \). The actual value is determined by adding \( p_x(\text{gen} - 1) \) and \( p_m(\text{gen} - 1) \) to the calculated change. That is

\[
p_x(\text{gen}) = p_x(\text{gen} - 1) + K_x \delta p_x(\text{gen})
\]

and

\[
p_m(\text{gen}) = p_m(\text{gen} - 1) + K_m \delta p_m(\text{gen})
\]

where \( K_x \) and \( K_m \) are chosen to keep the changes of the values of \( p_x \) and \( p_m \) within a tolerance percentage of the nominal level in each generation. Crisp values for \( \delta p_x \) and \( \delta p_m \) are calculated by applying the “center of sum method.” The defuzzified output is calculated by the formulas of

\[
\delta p_x = \frac{\sum_{i=0}^{i=1} \sum_{j=0}^{j=1} \mu_i(\hat{G}_B) \mu_j(\hat{G}_W) y_{ij}}{\sum_{i=0}^{i=1} \sum_{j=0}^{j=1} \mu_i(\hat{G}_B) \mu_j(\hat{G}_W)}
\]

where \( y_{ij} \) is the center of the output fuzzy set of \( \delta p_x \) for Rule \((i, j)\) and \( z_{ij} \) is the center of the output fuzzy set of \( \delta p_m \) for Rule \((i, j)\). In this paper, the output fuzzy set is chosen to be singleton. That is, \( y_{ij} \) and \( z_{ij} \) will be either +1 or -1. They are governed by the rules in Table I. For example, \( \delta p_x = \text{‘PB’} \) in Rule (0, 1), and thus \( y_{01} = +1 \) is taken. Equations (10) and (11) are used in the GA. However, it should be noted that the values of \( p_x \) and \( p_m \) have limits. For example, as discussed in [28], \( p_x \in [0.75, 0.95] \) and \( p_m \in [0.005, 0.01] \).
IV. EXAMPLES AND COMPARISONS

Two categories of examples have been studied. The first category is to optimize eight sets of mathematical functions, while the second one is to optimize the circuit parameters of a buck regulator.

A. Example 1—Mathematical Functions

Eight mathematical functions $F_1 \sim F_8$ are taken and are listed as follows:

$$F_1(x_1, x_2, x_3) = \sum_{i=1}^{3} x_i^2, \quad x_i \in [-5, 12, 5, 12] \quad (14)$$

$$F_2(x_1, x_2) = \left( \frac{1}{500} + \sum_{j=1}^{25} \frac{1}{j} + \sum_{i=1}^{2} (x_i - a_{ij})^6 \right)^{-1}, \quad x_i \in [-65.536, 65.536] \quad (15)$$

where (see equation at the bottom of the page)

$$F_3(x) = \frac{2}{i=1} |x_i| + \frac{2}{i=1} |x_i|, \quad x_i \in [-100, 100] \quad (16)$$

$$F_4(x_1, x_2) = \frac{2}{i=1} \left( \sum_{j=1}^{2} x_j \right)^2, \quad x_i \in [-100, 100] \quad (17)$$

$$a_{ij} = \begin{bmatrix} -32 & -16 & 0 & 16 & 32 & -32 & -16 & \cdots & 0 & 16 & 32 \\ -32 & -32 & -32 & -32 & -32 & -16 & -16 & \cdots & 32 & 32 & 32 \end{bmatrix}$$
The major goal of this study is to determine the values of \( x_i \) in all functions, so that the values of those functions are minimal within the search space of \( x_i \). Each function is optimized by two settings of \( p_x \) and \( p_m \). The first setting is that both \( p_x \) and \( p_m \) are fixed. The second setting is that both \( p_x \) and \( p_m \) are fuzzy-controlled. In each setting, one thousand simulations have been carried out to solve each function. Each simulation is initialized with different initial conditions. For the sake of comparison, the 1000 sets of initial conditions are the same for both settings in solving each function. Both settings have the same initial \( p_x \) and \( p_m \), where \( p_x = 0.6 \) and \( p_m = 0.01 \), in solving the functions. The chromosome population size is 120. Fig. 3 compares the cumulative frequency of solutions obtained in each generation with the respective setting. 50\%, 90\%, and 100\% of chances can be found in the 122nd, 290th, and 912th generations, respectively, with fixed \( p_x \) and \( p_m \). With fuzzy-controlled \( p_x \) and \( p_m \), 50\%, 90\%, and 100\% of chances have been found in the 78th, 144th, and 264th generations, respectively. Solutions can be found at a lower generation with the proposed fuzzy-controlled \( p_x \) and \( p_m \).

Table III benchmarks the searching speed of solving all functions shown in (14)–(21) with fixed and fuzzy-controlled \( p_x \) and \( p_m \). The table shows the number of simulations that can determine the solution after 300, 500, and 1000 generations. For example, in solving \( F_1 \), 910 out of the 1000 simulations have found the solution after 300 generations and 984 simulations have found the solution after 500 generations with fixed \( p_x \) and \( p_m \). On the other hand, all 1000 simulations have found the solution after 300 generations with the proposed fuzzy-controlled \( p_x \) and \( p_m \).

It can be observed from Table III that GA with fuzzy-controlled \( p_x \) and \( p_m \) can generally search the solutions faster. These show the advantages of the proposed method.
B. Example 2—Design of a Buck Regulator

The proposed method is illustrated with the same example in [16]. The circuit schematic is shown in Fig. 4. The PCS is a classical buck converter and the FN is a proportional-plus-integral controller. In [16], \( p_c = 0.85 \) and \( p_m = 0.25 \) are fixed in the GAs. Fig. 5 shows the comparisons of the fitness values against the training generations with the fixed and the proposed fuzzy-controlled \( p_c \) and \( p_m \). It can be seen that the fuzzy-controlled scheme can significantly improve the fitness values.

Fig. 6 shows the startup transients when the input voltage is 20 V and the output load is 5 \( \Omega \). The settling time with the proposed method is less than 10 ms, which is shorter than the design in [16]. Fig. 7 shows the transients when the output load is changed from 5 to 10 \( \Omega \). From the above results, it can be shown that the optimized circuit parameters with the proposed technique give better performances than the ones obtained in [16], showing the advantage of the proposed method.

V. Conclusion

A fuzzy-controlled crossover and mutation probabilities in GA for optimization of PECs has been proposed. They are determined adaptively for each solution of the population. It is in the manner that the probabilities are adapted to the population distribution of the solutions. This not only improves the convergence rate of the GA, but also prevents the solution from trapping into a local optimum point. A set of several mathematical functions and a buck regulator have been optimized. The results are favorably compared with the ones using GA with fixed probabilities of crossover and mutation.
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